The single layer perceptron

McCulloch Pitts model with a training regime

Input 1
Input 2
W1
W2
Activation
Threshold
Expected output
Actual output

0
0
.2
.2
0
.5
0
0

0
1
.2
.2
.2
.5
1
0

1
0
.2
.2
.2
.5
1
0

1
1
.2
.2
.4
.5
1
0

In this case the actual output and expected output is different the weights need to change so that actual and expected output match.

Assume the learning algorithm adjusts all weights by +.3 as it needs to bring the activation up to meet the threshold

Input 1
Input 2
W1
W2
Activation
Threshold
Expected output
Actual output

0
0
.5
.5
0
.5
0
0

0
1
.5
.5
.5
.5
1
1

1
0
.5
.5
.5
.5
1
1

1
1
.5
.5
1.0
.5
1
1

So the network can classifies or patterns, try it for AND and you’ll notice that different weights need to be selected for the network to recognise the input. 

The XOR example 
Input 1
Input 2
Output

0
0
0

0
1
1

1
0
1

1
1
0

We want to teach a network to recognise the XOR pattern.

Input 1
Input 2
W1
W2
Activation
Threshold
Expected output
Actual output

0
0
.5
.5
0
.5
0
0

0
1
.5
.5
.5
.5
1
1

1
0
.5
.5
.5
.5
1
1

1
1
.5
.5
1.0
.5
0
1

No matter how the weights change above the network cannot be trained to recognise XOR patterns.

Multi-layer network

See diagram at end
The hidden layer
Input 1
Input 2
W1
W2
Activation
Hidden layer
Threshold
Hidden layer
Output hidden layer


0
0
.5
.5
0
.5
0


0
1
.5
.5
.5
.5
1


1
0
.5
.5
.5
.5
1


1
1
.5
.5
1.0
.5
1


The hidden layer sends its output to output neuron now the output neuron has three inputs combined with the inputs from the input layer. 

The solution 
The hidden layer needs to fire when both inputs are on i.e. both have a value of 1, at the output layer the weight associated with the output from the hidden layer needs to be suffiently inhibitory so that the presentation of the AND as an input causes the output at the output layer to be 0.

The output layer

Input 1
Input 2
Input 3
W1
W2
W3
Activation
threshold

0
0
0
.4
.3
.2
0
.5

0
1
0
.4
.3
.2
1
.5

1
0
0
.4
.3
.2
1
.5

1
1
1
.4
.3
.2
1
.5

Expected output
Actual output

0
0

1
1

1
1

0
1

As you can see from the table what needs to happen is that W2 (the weight associated with the hidden layer input), needs to inhibit the neuron from firing by making the reducing the activation potential of the neuron below that of the output neuron.

A possible solution to would be to say reduce the W2 to –0.9, the table then becomes :

The output layer

Input 1
Input 2
Input 3
W1
W2
W3
Activation
Threshold

0
0
0
.7
-.9
.6
0
.5

0
0
1
.7
-.9
.6
.6
.5

1
0
0
.7
-.9
.6
.7
.5

1
1
1
.7
-.9
.6
.5
.5

Expected output
Actual output

0
0

1
1

1
1

0
0

Notes

I haven’t mentioned the training algorithms, essentially the training algorithms are responsible for how the weights should be changed.

Weights are assigned radomly throughout the network

For futher reading check :

http://www.shef.ac.uk/psychology/gurney/notes/
Books

An Introduction to Neural Networks 
by James A. Anderson 

Neural Network Design 
by Martin T. Hagan, et al 
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